Membrane electroportation: The absolute rate equation and nanosecond time scale pore creation
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The recent applications of nanosecond, megavolt-per-meter electric field pulses to biological systems show striking cellular and subcellular electric field induced effects and revive the interest in the biophysical mechanism of electroportation. We first show that the absolute rate theory, with experimentally based parameter input, is consistent with membrane pore creation on a nanosecond time scale. Secondly we use a Smoluchowski equation-based model to formulate a self-consistent theoretical approach. The analysis is carried out for a planar cell membrane patch exposed to a 10 ns trapezoidal pulse with 1.5 ns rise and fall times. Results demonstrate reversible supraelectroporation behavior in terms of transmembrane voltage, pore density, membrane conductance, fractional aqueous area, pore distribution, and average pore radius. We further motivate and justify the use of Krassowska’s asymptotic electroporation model for analyzing nanosecond pulses, showing that pore creation dominates the electrical response and that pore expansion is a negligible effect on this time scale.
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I. INTRODUCTION

Nanosecond time scale, megavolt-per-meter electric field pulses have the virtue of causing significant electric field induced effects in the cell interior and organelles which, on longer pulse time scales, are protected by the cell plasma membrane. Indeed, a burst of experimental results have shown granule uptake, DNA fragmentation, calcium release, platelet activation, lipid asymmetry destruction, electrically-induced apoptosis, and tumor self-destruction [1–8]. These observations triggered a renewed interest in the biophysical mechanism of electroportation, and an initial exploration led to the formulation of the supraelectroporation hypothesis [9]. This was followed by a description of microdosimetry for a cell model with organelles [10]. A key question in understanding these distinct cellular and intracellular effects, which we want to address in this paper, is whether membrane pores can be created on a nanosecond time scale.

The electroporation hypothesis states that membrane-percolating aqueous pores are created transiently within the phospholipid portion of cell membranes. Electroportation is a universal phenomenon by which cells can be loaded both with small molecules (e.g., anticancer drugs, fluorescent tracers) and large molecules (e.g., proteins and DNA). There is also growing interest in utilizing electroportation to transport drug molecules through multicellular barriers such as solid tumors and the stratum corneum of skin, as the conventional application of electric field pulses of ~1 kV/cm to cells and tissue strongly increases ionic and molecular transport through phospholipid-based cell membranes [11–18]. Although some Joule heating always occurs as a secondary effect, in most experiments the associated temperature rise is small, and the main effects are attributed to electrostatic interactions.

To put the present paper into context we briefly note the past development of pore-based theories and models. The initial poration theory was based on homogeneous nucleation of membrane defects and the hypothesis of transient aqueous pores in artificial planar bilayer membranes. This was described in seven back-to-back papers by the Chizmadzhev group, which combined both theoretical analysis and experimental measurements [19–25]. Extensions of the theory can be found in Refs. [26–28]. A pore creation energy barrier that depends on the transmembrane voltage, \( U_m \), was independently suggested [29,30], and has been a central part of many electroportation models. A key achievement of the early pore theory is the prediction that the rupture of bilayer membranes is a stochastic process, with a highly nonlinear dependence on \( U_m \). Models based on the Smoluchowski equation (SE) describe the evolution of pore size [19,31], and resolve the occurrence of either reversible or irreversible breakdown as a striking feature of electroportation.

More specifically, an early challenge to theoretical models was to explain the results of experiments that exposed a planar bilayer membrane to short electric pulses of 400 ns [32]. The membrane fate in these experiments was irreversible (rupture) for moderate \( U_m \), but reversible for larger \( U_m \). The SE-based model demonstrates [33] that relatively few pores are created for \( U_m = 0.5 \text{V} \), and the corresponding increase in ionic membrane conductance, \( G_m \), is insufficient to discharge the membrane before pores reach a critical size that leads to "runaway pore growth" and membrane destruction. The behavior for larger \( U_m = 1 \text{V} \) is in striking contrast. Many created membrane pores lead to reversible electrical breakdown (REB), a high conductance state that protects the membrane, and thus \( G_m \) may discharge before rupture can occur. An extension of the SE-based model demonstrated that pore dynamics results in an approximate \( U_m(t) \) plateau for exponentially decaying pulses, a pore-induced maximum fractional aqueous area of order 0.1%, and the membrane capacitance was essentially unchanged [34]. Intracellular effects caused by nanosecond time scale, extremely large pulses, has led to a further use of SE-based models [35–40]. These recent SE-based modeling results focus on ultrashort pulse behavior of \( U_m(t) \) at either or both the plasma membrane and organelle membranes, with an emphasis on irreversible intracellular effects.
The asymptotic model of electroporation was subsequently introduced \([41-48]\). It is equivalent to a two-state model in which a local membrane region contains either no pore or some number of minimum size pores. It represents a simplified version of the SE-based models, in which only the creation and destruction rates are retained, and changes in \(G_m(t)\) are attributed entirely to the addition or slow subtraction of single-size pores. The asymptotic model is particularly useful for describing the electrical response due to ultrashort pulses, as will be shown in this paper.

A basic feature of the SE-based model and the asymptotic model is an absolute rate equation estimate of the pore creation time due to thermal fluctuations and an electrically reduced energy barrier, and also of the pore destruction rate that involves local fluctuations near existing pores. The energy barrier to create a conducting membrane pore, \(W_p\), depends explicitly on local dielectric properties and the local value of \(U_m\). A basic question is whether or not the fluctuating, multimolecular system that is identified with a membrane pore can be plausibly described by such absolute rate estimates, particularly for pulses with a nanosecond time scale.

Molecular dynamics (MD) simulations \([49-52]\) offer the prospect of a more fundamental insight into the process of pore creation and destruction, as well as the transport of ions, molecules or even DNA through membrane pores \([53]\). Initial results are encouraging, in that the stochastic appearance of hydrophilic transient aqueous pores occurs in those simulations, that the fluctuating pore geometry is qualitatively consistent with the early sketches of a toroidal geometry in which the pore interior surface involves rearranged phospholipid molecules, and that the coupling of MD modeling to time dependent membrane charging is found to be consistent with pore formation on a \(\sim 5\) ns time scale \([40]\). However, a present drawback is that fine-grained MD models often require much larger electric fields than those used in experiments, and that \(U_m\) values required for pore formation far exceed 1 V.

Coarse-grained models overcome this limitation \([40]\), but by definition involve approximate interactions between the molecules and ions of the system. The present computational limitations on the simulation volume dictate the presence of a small total numbers of ions to represent realistic concentrations of solubilized ions and molecules, but in turn give rise to large fluctuations in transport quantities.

Looking forward, as improved MD results are obtained it should be possible to recast their results in terms of functional local models that can be assigned to spatially distributed models of cell membranes, such as the transport lattice approach to modeling single and multiple cells and their response to electromagnetic stimuli \([9,10,54,55]\). Both passive interactions (e.g., local models for conductive and dielectric properties of aqueous electrolytes, and cell membranes) and active processes (e.g., local models for resting potential sources, voltage-gated channels, and membrane electroporation) can be assigned to appropriate sites throughout a system model of a cellular system. Such approaches provide modular, multiscale models that can describe electrical, chemical, and thermal behavior simultaneously.

The outline of this paper is as follows. In Sec. II we describe the self-consistent theoretical approach including the equivalent electrical circuit of the system, creation and destruction of membrane pores as well as their dynamics. Based on this theory we analyze experimental data \([28,56]\) in Sec. III and by using these results consider the pore creation on a nanosecond time scale. The supraelectroporation hypothesis is further developed and presented in Sec. IV and a complete set of results for the reversible electrical behavior of the membrane is given for a 10 ns trapezoidal electric field pulse of various strengths.

### II. Theory and Modeling Methods

#### A. Planar membrane patch model

The polar region of a spherical mammalian cell is represented by a small planar membrane patch. We use a slightly modified version of a previously described bilayer membrane (BLM) model \([33,34]\), in which the membrane response to short electric pulses is analyzed by the electric circuit shown in Fig. 1. In particular, we take the electrolyte dielectric properties into account through the capacitance \(C_e\) and note that experimental nanosecond pulses may contain significant frequency components in the gigahertz range. The applied voltage is \(V_{\text{app}}\), the electrolyte resistance is \(R_e\), and the membrane is represented by a \(R_mC_m\) element, with the membrane capacitance \(C_m\) and the membrane resistance \(R_m\). The two parallel contributions to the membrane resistance are due to the static membrane resistance \(R_s\) and the time-dependent change in \(R_p\) that results from the creation of conducting membrane pores, thus \(1/R_m=1/R_s+1/R_p\). For simplicity, no membrane resting potential is used. Passive membrane charging of a spherical cell occurs on a time scale of \(\tau_{\text{chg}}=\tau_{\text{cell}}C_m(1/2\sigma_{e,\text{ex}}+1/\sigma_{e,\text{in}})\), which includes the cell radius \(r_{\text{cell}}\) and external (\(\sigma_{e,\text{ex}}\)) and internal (\(\sigma_{e,\text{in}}\)) electrolyte conductivities. We therefore choose the resistance of the aqueous electrolyte charging pathway to be \(R_c=\tau_{\text{chg}}/C_m\), and \(C_e\) accordingly to assure the bulk electrolyte charging time \(R_mC_e=0.6\) ns. In a physiological medium we have \(\sigma_{e,\text{ex}}=\sigma_{e,\text{in}}\) but there is a range of values for electrolyte conductivities in different biological systems and experimental protocols. The total membrane current obeys

![FIG. 1. Equivalent circuit used in our planar cell membrane patch model.](image-url)
TABLE I. Membrane and model parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_{\text{cell}} )</td>
<td>cell radius (( \mu )m)</td>
<td>10</td>
</tr>
<tr>
<td>( d_m )</td>
<td>membrane thickness (nm)</td>
<td>5</td>
</tr>
<tr>
<td>( \varepsilon_m )</td>
<td>membrane relative permittivity (F m(^{-1}))</td>
<td>5( \varepsilon_0 )</td>
</tr>
<tr>
<td>( \varepsilon_1 )</td>
<td>(local) lipid relative permittivity (F m(^{-1}))</td>
<td>2.1( \varepsilon_0 )</td>
</tr>
<tr>
<td>( \varepsilon_w = \varepsilon_1 )</td>
<td>electrolyte relative permittivity (F m(^{-1}))</td>
<td>80( \varepsilon_0 )</td>
</tr>
<tr>
<td>( C_m = \varepsilon_m d_m / d_m )</td>
<td>membrane capacitance (F)</td>
<td>( 8.8 \times 10^{-14} )</td>
</tr>
<tr>
<td>( \nu_0 )</td>
<td>attempt rate density (s(^{-1})m(^{-3}))</td>
<td>( 3 \times 10^{36} )</td>
</tr>
<tr>
<td>( \sigma_s )</td>
<td>hydrated Cl(^-) radius (nm)</td>
<td>0.12</td>
</tr>
<tr>
<td>( \sigma_e )</td>
<td>bulk electrolyte conductivity (S m(^{-1}))</td>
<td>1.2</td>
</tr>
<tr>
<td>( T )</td>
<td>temperature (K)</td>
<td>293</td>
</tr>
<tr>
<td>( r_{p,\text{min}} )</td>
<td>minimum pore radius (nm), Ref. [42]</td>
<td>0.8</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>pore edge energy (J m(^{-1})), Ref. [33]</td>
<td>( 2 \times 10^{-11} )</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>membrane surface energy (J m(^{-2})), Ref. [75]</td>
<td>( 10^{5} )</td>
</tr>
<tr>
<td>( n )</td>
<td>relative size of pore entrance region, Ref. [59]</td>
<td>0.15</td>
</tr>
<tr>
<td>( R_s )</td>
<td>static membrane resistance (( \Omega )), Ref. [76]</td>
<td>( 5.6 \times 10^{8} )</td>
</tr>
<tr>
<td>( D_p )</td>
<td>pore diffusion coefficient (m(^2) s(^{-1})), Ref. [33]</td>
<td>( 5 \times 10^{-14} )</td>
</tr>
</tbody>
</table>

\[ I_m = (C_m + C_e) \frac{dU_m}{dt} = \left\{ \begin{array}{ll}
C_e \frac{dV_{\text{app}}}{dt} + V_{\text{app}} - U_m \left[ G_m(n(r_p,t)) + \frac{1}{R_s} \right] & t < \tau_{\text{pulse}}, \\
-U_m G_m(n(r_p,t)) & t > \tau_{\text{pulse}},
\end{array} \right. \]  

(1)

from which the time-dependent transmembrane voltage \( U_m \) follows. If the membrane conductance \( G_m = G_m^t + G_m^e = 1/R_m \) were unchanged during the applied electric field pulse of duration \( \tau_{\text{pulse}} \), Eq. (1) would have a simple solution in terms of exponential functions. But \( U_m \) values on the order of \( U_m \sim 1 \) V have the twofold effect of creating significant numbers of conducting pores and expanding the radius \( r_p \) of existing pores. The membrane pore conductance \( G_p(t) \) is thus a function of the pore-size distribution \( n(r_p,t) \). The process of pore creation and destruction as well as their time-dependent pore-size distribution will be described by a continuum approach in the following two sections. All values of model parameters are given in Table I.

B. Smoluchowski equation-based models of electroporation

The biophysical mechanisms of electroporation and REB of biological membranes can be described by using the SE [19,31]

\[ \frac{\partial n}{\partial t} = \frac{\partial}{\partial r_p} \left[ D_p \left( \frac{\partial n}{\partial r_p} + \frac{n}{kT} \frac{\partial \Delta W}{\partial r_p} \right) \right], \]  

(2)

where \( n(r_p,t)dr_p \) is the number of membrane pores between \( r_p \) and \( r_p + dr_p \) at time \( t \), \( D_p \) is the diffusion constant of pores in pore radius space, \( \Delta W(r_p,U_m) \) is the pore energy, and \( kT \) is the thermal energy. The dynamic pore energy depends on \( U_m \) and hence Eq. (2) describes the change in the pore distribution \( n(r_p,t) \) due to diffusion and time-dependent drift. As a result the conductance of the membrane, \( G_m(n(r_p,t)) \), exhibits highly nonlinear time-dependent behavior.

The total pore energy \( \Delta W(r_p,U_m) \) is a sum of mechanical and electrical contributions [33,34,57]. The mechanical contribution, \( W_m(r_p) \), includes the edge energy per unit length \( \gamma \) and the surface tension \( \Gamma \) of the membrane-water interface. As reference energy we choose the mechanical energy \( W_m(r_{p,\text{min}}) \) at the minimum hydrophilic pore radius \( r_{p,\text{min}} \) = 0.8 nm and subtract it to obtain

\[ \Delta W_m = 2\pi \gamma (r_p - r_{p,\text{min}}) - \frac{\pi \Gamma}{2} (r_p^2 - r_{p,\text{min}}^2). \]  

(3)

The mechanical pore energy determines the equilibrium pore density \( n_{eq}(r_p) = n_{eq}(r_{p,\text{min}}) \exp[-\Delta W_m(r_p)/kT] \), with \( n_{eq}(r_{p,\text{min}}) \) derived from a boundary condition in the next section.

The electrical contribution to the pore’s energy, \( \Delta W_{el} \), which is gained by expanding pores from radius \( r_{p,\text{min}} \) to \( r_p \), results from the radial displacement of the lipid cylindrical walls of the pore by the aqueous electrolyte. Thus \( \Delta W_{el}(r_p,U_m) \) leads to pore expansion at elevated values of \( U_m \). As described previously [27,33,34,57], the electric contribution is

\[ \Delta W_{el}(r_p,U_m(t)) = -\frac{e_0(e_w - e_{\text{lipid}})}{d_m} \int_{r_{p,\text{min}}}^{r_p} U_m(t) r^2(r)dr, \]  

(4)

which is expected to be valid for sufficiently small pores (\( r_p < d_m \), see Ref. [46]). Equation (4) includes the membrane thickness \( d_m \), the permittivity of vacuum \( e_0 \), and the electrolyte \( e_w \) and local lipid \( e_{\text{lipid}} \) dielectric constant. Furthermore, the function

\[ F_0 = e_0 d_m / e_w, \]  

is obtained for pore expansion.
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includes the spreading resistance $R_{\text{sp}}(r_p)$ and the internal pore resistance $R_{\text{int}}(r_p, r_s, U_m)$. The latter contains the steric hindrance $H(r_p, r_s)$ of ions with radius $r_s$ and the partition function $K(r_p, U_m)$ and all together give rise to a non-Ohmic pore conductance. All functions are given in Appendix A.

Having the pore distribution at our disposal we obtain the membrane pore conductance from

$$G_m^p(r_s, U_{m,t}) = \int \frac{n(r_p, t)}{R_{\text{sp}}(r_p) + R_{\text{int}}(r_p, r_s, U_m)} dr_p. \quad (6)$$

Electroporation pulses can change the membrane pore conductance over several orders of magnitude, and we use $G_m^p$ self-consistently with Eq. (1) for the equivalent electrical circuit in order to determine the electric behavior of the membrane.

C. Absolute rate equation

Membrane pore formation and destruction initiate and terminate the dynamic membrane pore evolution. In our approach we focus on conducting hydrophilic pores that give rise to a substantial change in membrane pore conductance $G_m^p$. The formation (destruction) of these membrane states is considered by an absolute rate model describing the crossing of an energetic barrier $W_p$ from (to) nonconducting hydrophobic pores to (from) hydrophilic membrane pores. Furthermore the rate of change in the number of hydrophilic pores $N_{p, \text{min}}$ is assumed to occur only for pores with minimum hydrophilic pore radius (which corresponds to the local minimum of the hydrophilic pore energy at $U_m = 0$ V, see Ref. [43]), and is given as the difference of creation and destruction rates

$$\dot{N}_{p, \text{min}} = \dot{N}_{c, \text{min}} - \dot{N}_{d, \text{min}}. \quad (7)$$

The absolute rate equation is a well established approach to model homogeneous nucleation of membrane pores that involve multimolecular rearrangements of phospholipids [19,29,33,34,41,58–60]. The Arrhenius-type expression,

$$\dot{N}_{c, \text{min}} = A_0 \chi \exp(-W_p/kT), \quad (8)$$

gives the rate of pore creation and involves a prefactor $A_0$ and the energetic barrier $W_p$. The energetic barrier $W_p$ to pore formation is reduced by the applied electric field, and we expect $W_p$ to depend on $U_m^2(t)$ if membrane lipid polarization dominates over permanent dipoles. We can thus write $W_p = \delta_c - B U_m^2(t)$. Here $\delta_c$ is a fixed energy barrier between the hydrophilic and hydrophobic membrane pore states and $B$ is a model parameter. This approach assumes that pore creation is a stochastic process and can occur anywhere in the membrane. The prefactor $A_0$ includes the attempt rate density $\nu_0$ (see Appendix B) multiplied by the volume of the phospholipid membrane component, $F_{\text{lip}} A_m d_m$, where $F_{\text{lip}}$ is the membrane’s area fraction of phospholipids and $A_m$ is the membrane area of the membrane patch. Typical values are $F_{\text{lip}} = 0.5$ for the cell plasma membrane, $F_{\text{lip}} = 0.25$ for the inner mitochondrial membrane [61], and $F_{\text{lip}} = 1$ for the planar patch cell membrane model used here. The creation rate thus reads

$$\dot{N}_{c, \text{min}} = \nu_0 A_m d_m \exp\left[-\delta_c + B U_m^2(t)/kT \right]. \quad (9)$$

As in previous models [34] we assume that pore destruction contains an Arrhenius factor as well, but only involves thermal fluctuations in the neighborhood of a pore within a volume $V_{\text{pore}} = m d_m (r_{\text{min}} + d_m/2)^2 = 1.7 \times 10^{-25}$ m$^3$. Then the destruction rate is

$$\dot{N}_{d, \text{min}} = n(r_p, t) \chi \exp(-\delta_d/kT), \quad (10)$$

where $N_{p, \text{min}}(t) = n(r_p, t) dr$ is the number of pores at the minimum pore radius, the prefactor $\chi$ has the unit of length over time, and $\delta_d$ is the energetic barrier for pore destruction. In the case of rapid membrane discharge, $U_m$ has returned to the prepulse value at the experimentally observed pore lifetimes (milliseconds or orders of magnitude longer). This leads to a $U_m$-independent destruction rate.

The equilibrium state at zero transmembrane voltage exhibits a constant mean value for the number of membrane pores. Thus the creation and destruction rates are equal, and the pore density at $r_p, t$ is given by

$$n_{\text{eq}}(r_p, t) = \frac{A_0}{\chi} \exp(-\delta_c + \delta_d/kT). \quad (11)$$

As a result we can rewrite Eq. (7) as follows:

$$\dot{N}_{p, \text{min}} = A_0 \delta_c \exp(-\delta_d/kT) \left[ e^{B U_m^2/kT} - \frac{N_{p, \text{min}}(t)}{N_{\text{eq}}_{p, \text{min}}} \right], \quad (12)$$

which is equivalent to the asymptotic electroporation model [41,42] in the limit of a $U_m$-independent destruction energy barrier $\delta_d$.

III. PORE CREATION TIME SCALES

A. Low applied voltages

Recent studies of conductance fluctuations under low applied voltages by Melikov et al. [28] measure the creation time of a single membrane pore. The appearance of one pore is a minimal electroporation event with a small change in membrane conductance on the order of 400 pS [28]. We believe that this experiment provides the simplest method to adjust basic membrane parameters in our theory. Other previous approaches [59] analyzed membrane current data to adjust model parameters, which add another set of assumptions for the pore conductivity (see Appendix A). Melikov’s results are displayed in Figs. 2 and 3, which show the creation time for a single membrane pore, $t_{\text{lag}}$, as a function of $U_m$ and applied voltage $V_{\text{app}}$, respectively. In their measurements, the pore creation time scale is on the order of seconds and hence significantly larger than the membrane charging time, $t_{\text{lag}} \gg t_{\text{chg}}$. Then $U_m$ is essentially the applied voltage $V_{\text{app}}$ because $R_m \gg R_e$, and the integrated creation rate for the appearance of one membrane pore yields
\[ 1 = \int_0^{t_{\text{lag}}} A_0 \exp \left( -\frac{\delta_c + B V_{\text{app}}^2}{kT} \right) dt \]
\[ = A_0 \exp \left[ -\frac{\delta_c + B V_{\text{app}}^2}{kT} \right] t_{\text{lag}}. \] (13)

From Eq. (13) we have on a logarithmic scale
\[ \ln(t_{\text{lag}}) = -\frac{B V_{\text{app}}^2}{kT} - \ln(A_0 e^{-\delta_c/kT}). \] (14)

This is a quadratic dependence of the logarithmic time lag on the critical voltage \( U_m = V_{\text{app}} \) at which the first membrane pore appears. A \( \chi^2 \) fit to the experimental data is shown in Fig. 2 and yields \( A_0 \exp(-\delta_c/kT)=10^{-2} \text{ s}^{-1} \) and \( B =20 \text{ kT V}^{-2}. \) The value of the spontaneous creation rate depends on the membrane area in Melikov’s experiment \( \delta_c = 44 \text{ kT}. \) Given that this value appears in the literature

FIG. 2. Mean creation time for a single pore in the planar patch model as function of transmembrane voltage. The Melikov data are fitted according to Eq. (14), and the parameters are subsequently used to evaluate \( t_{\text{lag}} \) of the absolute rate equation model. The two sets of membrane charging times correspond to (A): Frey’s experiment on Jurkat cells \( (\tau_{\text{chg},A}=0.1 \mu s), \) and (B): Hibino’s experiment on sea urchin eggs \( (\tau_{\text{chg},B}=1.0 \mu s) \). The microsecond time scale is reached at about \( U_m \approx 1 \text{ V} \) with a strong dependence on the charging time constant. The nanosecond pore creation time scale is reached at about \( U_m \approx 1.2 \text{ V} \), and agrees in this regime with the short-time limit represented by Eq. (18). The influence of the pulse rise time is insignificant for the actual value of \( U_m \) at which the first membrane pore occurs. Pores can be created at any of the given \( U_m \) values, and there appears to be no threshold for electroporation. However, each \( U_m \) value corresponds to a particular time scale above which electroporation occurs.

From Eq. (13) we have on a logarithmic scale
\[ \ln(t_{\text{lag}}) = -\frac{B V_{\text{app}}^2}{kT} - \ln(A_0 e^{-\delta_c/kT}). \] (14)

This is a quadratic dependence of the logarithmic time lag on the critical voltage \( U_m = V_{\text{app}} \) at which the first membrane pore appears. A \( \chi^2 \) fit to the experimental data is shown in Fig. 2 and yields \( A_0 \exp(-\delta_c/kT)=10^{-2} \text{ s}^{-1} \) and \( B =20 \text{ kT V}^{-2}. \) The value of the spontaneous creation rate depends on the membrane area in Melikov’s experiment \( \delta_c = 44 \text{ kT}. \) Given that this value appears in the literature

FIG. 3. Mean creation time for a single pore in the planar patch model as function of the applied voltage. Parameters are chosen to represent a mammalian cell such as in Frey’s experiment \( (\delta_c = 0.1 \mu s, \tau_{\text{rise}} = 5 \text{ ns}) \), and Hibino’s experiment on sea urchin eggs \( (\delta_c = 1 \mu s, \tau_{\text{rise}} = 0.3 \text{ ms}) \). The Hibino data point must be interpreted as an upper time limit (with error bars corresponding to the temporal resolution) for the onset of poration, which is indicated by a downward pointing arrow. The charging time \( \tau_{\text{chg}} \) and the pulse rise time \( \tau_{\text{rise}} \) both cause an increase in the value of the applied voltage necessary to obtain single pore formation at a given \( t_{\text{lag}} \).
and is inferred from conductivity measurements on not exactly the same biological system, we derive some confidence in this basic parameter for membrane electroporation. Considering the mechanical energy of a minimum size pore \( W_m(r_{\text{p,min}})=25\,kT \), we can also estimate the energy barrier for pore destruction as \( \delta_d=\delta_c-W_m(r_{\text{p,min}})=19\,kT \).

Another experimental result of Melikov et al. [28] is the mean pore lifetime of \( \tau_p=3\,\text{ms} \). We use this value to determine the equilibrium pore number \( N_{\text{eq},\text{p,min}} \) in Eq. (12) and have

\[
N_{\text{eq},\text{p,min}} = \tau_p A_0 \exp\left[-\frac{\delta_c}{kT}\right].
\]

We thus find Melikov’s membrane patch to have \( N_{\text{eq},\text{p,min}} = 3 \times 10^{-5} \) pores with minimum radius at \( U_m=0\,\text{V} \), which corresponds to a minimum size pore density of \( \frac{N_{\text{eq},\text{p,min}}}{A_m}=3.3 \times 10^6\,\text{m}^{-2} \). This is a time-averaged value. Only occasionally does a pore appear via spontaneous fluctuations and then vanishes according to the mean pore lifetime \( \tau_p \). The number of transported ions and molecules through this small number of equilibrium pores can be neglected. The experimentally determined parameters of our model are shown in Table II. This sets the basis for the consideration of pore formation time scales due to stronger and shorter electrical pulses in the remainder of this paper.

### B. Strong nanosecond electric field pulses

Nanosecond, megavolt-per-meter electric field pulses achieve a variety of cellular and intracellular effects such as calcium activation, DNA laddering, lipid asymmetry destruction, and arguably the most important to date, electrically-induced apoptosis [2–7]. A key question in understanding the biophysical and biochemical mechanisms which lead to these effects is whether membrane pores can be created on a nanosecond time scale.

For the strong applied electric fields under consideration, the first membrane pore appears during the membrane charging process. Let us first consider a rectangular pulse for which an approximate expression for the time dependence of \( U_m \) is

\[
U_m(t) = V_{\text{app}}(1 - e^{-t/\tau_{\text{chg}}}).
\]

Equation (16) is a simple expression to gain some further insights, and agrees with the exact but lengthy rectangular pulse solution, given in Ref. [62], within 2% error. We numerically integrate

\[
1 = A_0 \exp\left(-\frac{\delta_c}{kT}\right) \int_0^{t_{\text{lag}}} e^{\frac{\mu t^2}{2kT}} dt,
\]

to obtain the creation time \( t_{\text{lag}} \) for the first membrane pore. The result in Fig. 2 shows a deviation from the result of Eq. (14), which sets in as the membrane charging time \( \tau_{\text{chg}} \) is approached. Two sets of systems are considered. Set A is the mammalian cell discussed in Sec. II A with a charging time constant of \( \tau_{\text{chg}}=0.1\,\mu\text{s} \), and is related to the very recent set of voltage-imaging experiments by Frey et al. [63] on Jurkat cells. Set B corresponds to the sea urchin eggs experiments discussed by Hibino et al. [56], which have \( \tau_{\text{chg}}=1\,\mu\text{s} \). For even shorter time scales than \( \tau_{\text{chg}} \) there appears an offset, a lengthening of the pore creation time as a consequence of membrane charging delay. As such, the pore creation time for \( t_{\text{lag}}<\tau_{\text{chg}} \) appears to depend on the external and internal electrolyte conductivities, whereas in the regime of \( t_{\text{lag}}>\tau_{\text{chg}} \) such as in Melikov’s experiments) the pore creation time does not. As presented in Fig. 2, the well-known \( U_m \) value of about 1 V for electroporation corresponds to a microsecond pore formation time scale, as indeed inferred by Hibino’s data [56]. However, there appears to be no threshold for electroporation, as pores can be formed for any \( U_m \) value given in Fig. 2. What is decisive for the experimental outcome though is the time scale over which electroporation occurs.

The short-time limit of \( t \ll \tau_{\text{chg}} \) in Eq. (16), for which \( U_m \) has a linear dependence on time as \( U_m(t)=V_{\text{app}}t/\tau_{\text{chg}} \), can be made explicit. Performing the integration in Eq. (17) we derive the condition

\[
1 = A_0 \exp\left(-\frac{\delta_c}{kT}\right) \frac{\sqrt{\pi kT \tau_{\text{chg}}}}{2\sqrt{V_{\text{app}}}} \text{erfi}\left(\frac{\sqrt{BV_{\text{app}}}}{\sqrt{kT\tau_{\text{chg}}}} t_{\text{lag}}\right),
\]

with the complex error function \( \text{erfi}(x)=\text{erf}(ix)/i \). Equation (18) represents the short-time limit and is shown in Fig. 2 to be reached by the full numerical solution at \( t_{\text{lag}}=10\,\text{ns} \). We suggest here that the microsecond time scale at the conventional \( U_m=1\,\text{V} \) is not the limit yet for the pore creation time scale, as the nanosecond time scale can be reached at a transmembrane voltage of about \( U_m=1.2\,\text{V} \).
C. Influence of the pulse rise times

The characteristic rise ($\tau_{\text{rise}}$) and fall ($\tau_{\text{fall}}$) times of an experimental pulse may have an additional influence on the creation time of membrane pores. We consider an idealized trapezoidal pulse [62] that results in a time-dependent $U_m(t)$ according to

$$U_m(t) = U_m(\tau) - U_m(t - \tau_{\text{rise}}),$$

$$U_m(\tau) = V_{\text{app}} \left[ K_1 \frac{t}{\tau_{\text{rise}}} + K_2 (1 - e^{-t/\tau_{\text{rise}}}) + K_3 (1 - e^{-t/\tau_{\text{fall}}}) \right].$$

Explicit expression for the functions $K_1, K_2, K_3,$ and the membrane charging time $\tau_1$ and the bulk electrolyte charging time $\tau_2$ are given in Appendix C. By using Eq. (19) we readily calculate $t_{\text{lag}}$ from Eq. (17). Figure 3 shows the pore creation time as function of the applied voltage $V_{\text{app}} = E_{\text{app}} r_{\text{cell}}$ without the influence of the pulse rise time according to Eq. (16) and including the rise time given by the $U_m(t)$ dependence in Eq. (19). The overall effect of the pulse rise time is to further increase the value of the applied voltage necessary to obtain the first membrane pore at a given $t_{\text{lag}}$.

Other previous experimental results found pore formation in the microsecond range for an estimated transmembrane voltage of $U_m \approx 1$ V, which agrees with the relevant range in Fig. 2 for set B. More specifically, Hibino et al. [56] applied a 400 V/cm pulse on sea urchin eggs and found initial membrane poration to occur as early as 0.5 μs, their earliest measurement. We find the measured limit on the pore formation time to be consistent with the prediction of the absolute rate equation, (see Fig. 3). Hibino’s experiment though must be regarded as an upper time limit for pore formation as earlier times cannot be ruled out. We do not attempt to translate $V_{\text{app}}$ in Hibino’s voltage, at which initial electroporation appears, into a corresponding $U_m$ as the error bars would be quite substantial.

IV. SUPRAELECTROPORATION

A complete electrical characterization of a cell membrane response to nanosecond, megavolt-per-meter pulses exhibits reversible supraelectroporation features. In particular, Figs. 4(a)–4(f) show the transmembrane voltage, the total pore number, the membrane conductance, the pore distribution, and average pore radius, and the fractional aqueous area for a 10 ns trapezoidal pulse (7 ns wide flat top, rise and fall times of 1.5 ns) for various electric field strengths. The transmembrane voltage at a field strength of 100 kV/cm and 50 kV/cm shows a REB peak at $U_m \approx 1.4$ V, at which a huge burst of $N_p = 10^5$ membrane pores have been created within $A_m$. A colossal increase of membrane conductance $G_m$ by over ten orders of magnitude is the consequence. The hallmark of supraelectroporation is the order of magnitude of membrane pores [10]. $10^3$–$10^5$ more pores are created within $A_m$ than in conventional electroporation protocols, which for mammalian cells involves electrical pulses of $10^2$ to $10^3$ V/cm and durations of 100 μs to 50 ms. Su-

p Raelectroporation is expected to be cell-size independent [9] and results in the appearance of substantially increased aqueous fractional areas of up to 25% for the highest field strength used. This result clearly suggests, that for even higher field strengths the present electroporation model breaks down and needs to be reconsidered. The second hallmark of supraelectroporation is the size of the membrane pores. As seen in Fig. 4(e), these pores are mainly minimum sized, as the electric field pulse is so short that pores have insufficient time to expand. The consequences for transport are significant, as only small ions and molecules are able to pass through the membrane pores, avoiding the release of bigger molecules and biologically active compounds such as DNA and proteins and thus preventing prompt necrosis. Also traditional electroporation biomarkers such as propidium iodide are inhibited from crossing the plasma membrane through the minimum sized pores. This does not rule out secondary transport processes such as endocytosis by a stimulated cell.

These findings support the use of Krassowska’s asymptotic electroporation model [41,42], which can be rederived in our approach in the case of negligible pore expansion. This statement and its relation to the pore radius diffusion constant in the SE are further developed in Appendix D. A third hallmark of supraelectroporation, which we mention in passing and is demonstrated elsewhere [10,64] relates to significant current and field redistribution. Supraelectroporation is pervasive, occurring over the entire plasma membrane [9], and even in subcellular membranes such as the nucleus [10] and the mitochondria, and as such is expected to play a decisive role in the induction of apoptosis by nanosecond electric field pulses.

As shown in Fig. 4(a), the subthreshold 10 ns pulses with a field strength of 1 and 10 kV/cm are not able to cause REB of the membrane, and the pore number and membrane conductance is changed insignificantly. However, as the membrane discharge takes longer for the lower field strengths, transport in cells may then become dominated by voltage-gated channels at supraphysiological voltages. This is a related area of research in which relatively little is known, but electrical denaturation of membrane proteins has been experimentally demonstrated [65,66].

V. CONCLUSIONS

The absolute rate equation describes the formation of membrane pores over a wide range of time scales. We used Melikov’s data at low applied voltages [28] to specify the parameters of the absolute rate equation within the regime of seconds. We extrapolate this theory then to higher applied voltages and shorter time scales. By taking into account the membrane charging time constant and the pulse rise time we find consistency with Hibino’s [56] set of data in the microsecond regime, and a consistency with membrane pore formation on a nanosecond time scale for extremely high electric field strengths. In light of relatively little quantitative experimental data in the microsecond regime, we believe a reconsideration of this conventional electroporation regime with the now available superior time-resolution dyes could
yield tremendous progress toward a full quantitative understanding of electroporation.

Modeling based on the SE predicts reversible supraelectroporation behavior of the membrane upon the application of megavolt-per-meter electric field pulses. These pulses can only be used on a nanosecond time scale without causing a significant temperature rise. The thermally limited pulse duration in turn implies rapid rise and fall times. The electrical response of the membrane is characterized through many minimum-sized pores, which give rise to a rapid change of membrane conductance by ten orders of magnitude, as well as rapid discharge of the membrane after the end of the pulse.
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APPENDIX A: SINGLE PORE CONDUCTANCE

We combine previous models [33,34,59] to obtain the single-pore ionic conductance \( g_p(r_p) \) that depends on voltage-dependent partitioning, steric hindrance, and the spreading resistance. Strictly, each ion species \( s \) with its hydrated ion radius \( r_s \) and valence \( z_s \) gives rise to a particular ionic conductance. Thus in general we expect the dependence

\[
i_{p,s} = g_p(r_p, r_s, z_s) U_m. \tag{A1}
\]

Here we can use Cl\(^-\) as a surrogate for all of the three small ion pore conductances \( g_p, Cl^- \), \( g_p,K^+ \), and \( g_p,Na^+ \), present in typical extra- and intracellular electrolytes. The spreading resistance \( R_{\text{spd}} \) [67] on both sides of the membrane and the internal pore resistance \( R_m \) in terms of the dimensionless steric hindrance factor \( H(r_p, r_s) \) and the partitioning coefficient \( K(r_p, U_m) \) are

\[
R_{\text{spd}}(r_p) = \frac{1}{2 r_p \sigma_{e} r_{e}}, \tag{A2}
\]

\[
R_{\text{int}}(r_p, r_s, U_m) = \frac{d_m}{\sigma_{e} A_0 H(r_p, r_s) K(r_p, U_m)}. \tag{A3}
\]

As in previous models [33,34,57] we use Renkin’s steric hindrance factor for \( H(r_p, r_s) \) [68]:

\[
H(r_p, r_s) = \left[ 1 - \left( \frac{r_s}{r_p} \right)^2 \right] \left[ 1 - 2.1 \left( \frac{r_s}{r_p} \right) + 2.09 \left( \frac{r_s}{r_p} \right)^3 - 0.95 \left( \frac{r_s}{r_p} \right)^5 \right]. \tag{A4}
\]

The voltage dependent partitioning coefficient \( K(r_p, U_m) \) takes into account the electrostatic energy barrier for an ion to enter a pore. Following Glaser \( et \ al. \) [59], we use a \( U_m \)-dependent partition coefficient

\[
K(r_p, U_m) = \frac{e^{v_m} - 1}{w^{+} e^{v_m} - w^{-}}, \tag{A5}
\]

that favors ion entry as \( U_m \) increases [9,42]. With the monovalent ion charge \( e \) we have defined a dimensionless voltage \( v_m = e U_m / kT \) and the auxiliary function is

\[
w^{\pm} = w_{\text{bool}}^{\pm} \pm n v_m. \tag{A6}
\]

Here, \( n \) is the relative size of the entrance region of the pore [59] and \( w_{\text{bool}}(r_p) \) represents the electrostatic Born energy to place an ion in the middle of a finite-size pore divided by the

FIG. 5. The Born energy associated with ion partitioning into a membrane pore of cylindrical shape (shown in the inset) as function of (a) pore length (for a pore radius of \( r_p=1 \) nm) and (b) pore radius (for a pore length of \( d_m=5 \) nm). Finite-size membrane pores exhibit a substantial reduction of the Born energy in comparison with Parsegian’s [70] infinite pore length results.

thermal energy. The bulk self-energy of an ion with radius \( r_s \) inside the membrane pore is increased due to image charges and was calculated by Parsegian [69,70] for an infinitely long pore. We correct for finite membrane-size effects by carrying out a three-dimensional calculation of the electrostatic energy to place an ion in the center of a pore of given radius. This yields for a membrane of \( d_m=5 \) nm:

\[
w_{\text{b}}(r_p) = \frac{1}{kT} \frac{(z_s e)^2}{4 \pi \varepsilon_{e} r_p} \left( \frac{\varepsilon_{e}}{\varepsilon_{w}} \right) \frac{4 \exp(-0.98 r_p) + 1}{5}. \tag{A7}
\]

The rightmost factor of Eq. (A7) is an analytical fit to the numerically obtained electrostatic energy for the cylindrical pore-geometry shown in Fig. 5, and \( P(\varepsilon_{e}/\varepsilon_{w})=0.17 \) is a function of the lipid and electrolyte permittivities [69,70].

With \( R_{\text{spd}}(r_p) \) and \( R_{\text{int}}(r_p, r_s, U_m) \) in series the current through a single pore is

\[
i_{p,s}(r_p, r_s) = \frac{1}{R_{\text{spd}} + R_{\text{int}}} U_m = \frac{A_{\text{eff}}(r_p, r_s, U_m)}{d_m} U_m, \tag{A8}
\]

where we have introduced an effective area factor \( A_{\text{eff}} \),

\[
A_{\text{eff}}(r_p, r_s, U_m) = \frac{A_p H(r_p, r_s) K(r_p, U_m)}{1 + \frac{A_p H(r_p, r_s) K(r_p, U_m)}{2 r_p d_m}}. \tag{A9}
\]

Because the effective area is smaller than the membrane pore area, \( A_{\text{eff}} < A_p = \pi r_p^2 \), the main consequence of ion partitioning and hindrance is a reduction of the pore conductance with respect to the bulk electrolyte conductivity. As a consequence the pore conductance becomes a nonlinear (nonohmic) function of transmembrane voltage and depends both on the pore and ion radius.
Pores of different radii therefore have different contributions to the total membrane pore conductance $G_p^p(t)$, which is thus defined by the pore-size distribution $n(r_p,t)$. The total ionic conduction current through the membrane pores for ion species $s$ is

$$I_{ps}(t) = \int i_{ps}(r_p,t)dr_p$$

$$= \sigma_e \frac{U_m(t)}{d_m} \int A_{cell}(r_p,r_s) n(r_p,t)dr_p$$

$$= G_p^p(t) U_m(t). \quad (A10)$$

**APPENDIX B: ATTEMPT RATE DENSITY AND LIPID FLUCTUATIONS**

The microscopic picture behind the attempt rate density $v_\text{th}$ was formulated, to our knowledge, for homogeneous defect nucleation in thin films (soap bubbles, fluid lipid membranes). However, it is also applicable to the dissipation of otherwise superfluid helium currents [71], and it is related to the fundamental frequency of atomic collisions per unit volume. We are interested here in the frequency of lateral lipid molecules fluctuations. A simple estimate can be obtained by treating the lateral fluctuations of the lipid heads in a bilayerleaflet as an ideal two-dimensional gas. A cutoff spatial displacement of the lipid molecules is $\Delta x=0.15$ nm, above which water molecules are expected to start penetrating the membrane. Taking the molar mass of the lipid molecules to be approximately $M=300$ g mol$^{-1}$, and using $M(\nu^2)/2 = N_A k T$, we can estimate the time between collisions as $\Delta t = \Delta x/\sqrt{\langle \nu^2 \rangle} = 1.2 \times 10^{-12}$ s. This picosecond time scale corresponds to approximately 800 collisions between the lipids in 1 ns, and a lipid fluctuation frequency of $8 \times 10^{11}$ s$^{-1}$. It is within the upper end of the bandwidth of observed lipid fluctuation frequencies $10^7$ s$^{-1} \ll \Delta \nu \ll 10^{12}$ s$^{-1}$ [72].

By taking an average area of lipid heads of $A_{lip} = 0.6 \text{ nm}^2$ [73] and assuming that a rearrangement of about 100 phospholipids are involved in the creation of a hydrophilic membrane pore, we estimate the attempt rate density to be

$$v_0 = \frac{1}{100 A_{lip} d_m \Delta t} = 3 \times 10^{36} \text{ m}^{-3} \text{ s}^{-1}. \quad (B1)$$

The main conclusions in this paper are not affected by whatever the effective value of $v_0$ would be, as we extract the complete creation rate $N_{c,\text{min}}$ from experimental data. However, as future MD simulation may be able to map out the complete free energy dispersion of membrane pores (and the crossover from hydrophobic to hydrophilic states) such that $ab\text{ initio}$ values for the pore creation energy $\delta_0$ and the pore destruction energy barrier $\delta_3$ can be obtained, it should be possible to infer the relevant value (or range of values) for $v_0$ from the bandwidth of lipid fluctuation frequencies.

**APPENDIX C: TRAPEZOIDAL PULSE TRANSMEMBRANE VOLTAGE DEPENDENCE**

This section contains a collection of the definitions and abbreviations used in Sec. III C (and derived in Ref. [62]) to describe the initial course of the transmembrane voltage for an idealized trapezoidal electric pulse with rise time $\tau_{rise}$. The functions $K_1$, $K_2$, and $K_3$ are given by

$$K_1 = \frac{a_1}{b_1},$$

$$K_2 = \frac{a_2 - \frac{a_1 b_3}{b_1}}{2 b_1^2} + \frac{\frac{a_1 b_3}{b_1} - \frac{a_2}{b_1}}{\sqrt{b_2^2 - 4 b_1 b_3}},$$

$$K_3 = \frac{a_2 - \frac{a_1 b_3}{b_1}}{2 b_1^2} - \frac{\frac{a_1 b_3}{b_1} - \frac{a_2}{b_1}}{\sqrt{b_2^2 - 4 b_1 b_3}}, \quad (C1)$$

in which the following constants are defined for the situation of identical internal and external electrolytes ($\sigma_{e,ex}=\sigma_{e,in}=\sigma_e$):

$$a_1 = 3 d_m \sigma_e \sigma_v (3 r_{cell}^2 - 3 d_m r_{cell} + d_m^2) + \sigma_m (3 d_m r_{cell} - d_m^2),$$

$$a_2 = 3 d_m (2 \sigma e_w (3 r_{cell}^2 - 3 d_m r_{cell} + d_m^2) + (\sigma_m e_w + \sigma e_i) \times (3 d_m r_{cell} - d_m^2),$$

$$a_3 = 3 d_m \sigma e_w (e_w (3 r_{cell}^2 - 3 d_m r_{cell} + d_m^2 + e_i (3 d_m r_{cell} - d_m^2),$$

$$b_1 = 2 r_{cell}^2 (\sigma_m + 2 \sigma e) (\sigma_m + 0.5 \sigma e) - 2 (r_{cell} - d_m) (\sigma_m - \sigma e)^2,$$

$$b_2 = 2 r_{cell}^3 (\sigma e (0.5 e_i + e_w) + \sigma_m (2.5 e_w + 2 e_i) + \sigma e_i (e_w + 2 e_i) + (2 r_{cell} - d_m)^3 (\sigma_m e_w + \sigma e_i) - 2 (r_{cell} - d_m) (e_i + 0.5 e_w) - 2 (r_{cell} - d_m)^3 (e_i - e_w)^2. \quad (C2)$$

Furthermore, the time constants

$$\tau_1 = \frac{2 b_3}{b_2 - \sqrt{b_2^2 - 4 b_1 b_3}},$$

$$\tau_2 = \frac{2 b_3}{b_2 + \sqrt{b_2^2 - 4 b_1 b_3}} \quad (C3)$$

correspond to the membrane charging time constant ($\tau_1$) and the bulk electrolyte charging time constant ($\tau_2$).

**APPENDIX D: NANOSECOND PORE EXPANSION AND THE ASYMPTOTIC MODEL**

Supraelectroporation leads to a huge number of membrane pores of minimum size. In particular, Fig. 4(e) shows that the mean pore radius hardly changes over the time scale
of the 10 ns pulse. Hence membrane pore creation dominates the electrical response and pore expansion is negligible. To make this statement more quantitative we consider the time immediately following the burst of pore creation. The transmembrane voltage plateaus at $U_m = 1$ V and the total pore energy $\Delta W$ for small pore radii $0.8 \text{ nm} < r_p < 1.5 \text{ nm}$ is well approximated by a linear function in that limit:

$$\Delta W(r_p, U_m = 1 \text{ V}) = -6.4 \times 10^{10} r_p kT \text{ m}^{-1}. \tag{1}$$

The SE (2) then reduces to

$$\frac{\partial n}{\partial t} = D_p \frac{\partial^2 n}{\partial r_p^2} + v_d \frac{\partial n}{\partial r_p}, \tag{2D}$$

where the drift velocity is given by

$$v_d = \frac{D_p}{kT} \frac{\partial \Delta W(r_p)}{\partial r_p}. \tag{3}$$

The pore distribution at the REB peak resembles a delta function at $r_{p,\text{min}}$, and the total number of pores does not change on a nanosecond time scale [see Fig. 4(e), following the burst of pore creation], so the normalized solution to Eq. (2D) is

$$n(r_p,t) = \frac{1}{\sqrt{4\pi D_p t}} \exp \left[ -\frac{(r_p - r_{p,\text{min}} - v_d t)^2}{4D_p t} \right]. \tag{4}$$

The time-dependent mean pore radius is readily found from

$$\langle r_p(t) \rangle = \int n(r_p,t)r_p dr_p = r_{p,\text{min}} + v_d t. \tag{5}$$

With the diffusion constant $D_p = 5 \times 10^{-14} \text{ m}^2 \text{ s}^{-1}$, we find for the magnitude of pore expansion we conclude that pore expansion is a negligible effect within the nanosecond time scale. This statement, however, depends on the value of the diffusion coefficient $D_p$ for which only order of magnitude estimates exist so far. Biet et al. [74] derived an expression for $D_p$, which depends on the line tension $\gamma$ and can be measured in principle, but results in even smaller values for $D_p$.
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