Three dimensional transport lattice model for describing action potentials in axons stimulated by external electrodes
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Abstract

Conditions that stimulate action potentials in one or more nerves is of widespread interest. Axon and nerve models are usually based on two dimensional pre-specified lumped equivalents that assume where currents will flow. In contrast, here we illustrate creation of three dimensional (3D) system models with a transport lattice of interconnected local models for external and internal electrolyte and axon membrane. The transport lattice solves Laplace’s equation in the extracellular medium and is coupled to the Hodgkin–Huxley model at local membrane sites. These space-filling models incorporate the geometric scale, which allows explicit representation of confined axons and external electrodes. The present results demonstrate feasibility of the basic approach. These models are spatially coarse and approximate, but can be straightforwardly improved. The transport lattice system models are modular and multiscale (spatial scales ranging from the membrane thickness of 5 nm to the axon segment length of 2 cm).
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1. Introduction

Computational and analytical models that describe the behavior of axons and of myelinated nerves are of long standing interest [1,2] with progressively more realistic features included in models [3–5]. Analytical models with closed form mathematical solutions can also provide useful insights [6,7]. Computer models solved by numerical methods allow increasingly realistic features to be incorporated, such as the functional and topological features of nerves, including branching [8,9]. Examples of systems which have been modeled include neurons [10,11] and spinal cord potentials [12]. Some models use circuit simulation software, such as SPICE [13–17], including models of interactions between electrodes and neurons [18,19]. For example, the present 3D model is an extension of the equivalent circuit modeling approach described by Bunow et al. which assumed cylindrical symmetry of the axon and the stimulus [13].

It has been noted [4,5] that widely used lumped circuit models assume current paths based on relationships between circuit elements, and both neural and extracellular geometry. These models do not allow direct exploration of electrode geometry and the resulting distribution of fields and currents within a nerve bundle. Some recent finite element models [4,5] do indeed use geometry-based models to represent a neuron–electrode interface for the case where the neuron soma is almost sealed to a micro-electrode [20,21].

Our goal is to begin to approach the problem of creating space-filling models of axons and nerves in which geometric structure and quantitative functional models can be added, removed or modified, in order to test hypotheses. The idea is simple: creation of space-filling models which have some, or all, of the essential features that represent a hypothesis. Then, by applying various voltage or current stimuli via two or more electrodes it can be seen whether or not a propagating action potential occurs (an example of a hypothesis test). The basic approach can be straightforwardly expanded to progressively more comprehensive and realistic models.
2. Methods

We use a transport lattice approach [22–25] to construct a three dimensional system model that contains both cells (here one or two axons), intra- and extracellular aqueous electrolyte, and electrodes that provide stimuli. We demonstrate an elementary space-filling model that intrinsically provides for the heterogeneous stimulation currents that flow from, and into, finite external electrodes that can have their location, size and shape varied.

The single axon system model (Fig. 1) is a Cartesian lattice with spatial dimensions of \([N_x−1]×[N_y−1]×[N_z−1]\) \(ℓ_x×ℓ_y×ℓ_z=20 \text{ µm}×20 \text{ µm}×2 \text{ cm}\) (Table 1). Here \(N_i\) is the number of nodes along the indicated axis, and \(ℓ_i\) is the corresponding internodal spacing. Between each node is a local transport model which represents either electrolyte (open boxes) or axon membrane sandwiched between electrolyte (hatched boxes). All the intra-nodal transport models in the z-direction are pure electrolyte. The circuit element for these models is a simple resistor: \(R_{e,x}=\rho_{e,x}/ℓ_x=0.7 \text{ MΩ}\). For simplicity, the extracellular electrolyte and the intracellular electrolyte have the same resistivity, \(ρ_e\). In the \(x\) and \(y\) directions, the local electrolyte transport models are resistors: \(R_{e,x}=R_{e,y}=\rho_{e}/ℓ_x/ℓ_y=7 \text{ KΩ}\). The local models between nodes spanning axon membrane (hatched boxes) consist of a membrane model sandwiched between two electrolyte models of half thickness \((R_{e,x}/2=3.5 \text{ KΩ})\) as shown in Fig. 2. Although the membrane thickness (5 nm) is much smaller than the lattice spacing (10 µm), the membrane sandwich properly accounts for transmembrane charge transport [22,23]. There is no charge transport within the membrane parallel to the membrane surface. The local membrane model is based on the original Hodgkin–Huxley [26] (HH) model and the equivalent circuit [13], corresponding to the black box in Fig. 2. Parameters for the axon membrane are scaled to the local membrane area (\(ℓ_x×ℓ_y\)) and are listed in Table 1.

A full three dimensional representation of an axon within a system volume allows increased flexibility in simulating electrical stimuli that might trigger a propagating action potential. Fig. 1 shows a single axon in a current clamp configuration. The current clamp is a current source between the needle electrodes of diameter \(∼0.1 \text{ mm}\). This system has insufficient symmetry and could be modeled without the full 3D lattice as described previously [13,27]. Here we use the system model of Fig. 1 to compare with previous models for validation.

Fig. 3 shows a system of two axons exposed to an electric field. The electric field is created by a voltage source connected across lines of nodes along the boundary to simulate a pair of needle electrodes of diameter \(~0.1 \text{ mm}\). This system has insufficient symmetry to be modeled without a full 3D lattice. The system model of Fig. 3 is a \(60 \mu\text{m}×60 \mu\text{m}×2.5 \text{ mm}\) region segmented into a lattice of \(7×7×25\) nodes. The axis of each axon runs along the \(z\) direction. One axon has a small cross section (only one line of nodes inside the axon membrane) and the other has a cross section four times larger. The effective radius is roughly \(r_a=ℓ_x/2=5 \mu\text{m}\) for the small axon, and 10 µm for the larger axon in the two axon system model. The system consisting of two axons and surrounding electrolyte is exposed to an electric field pulse, of amplitudes ranging from \(V=50\) to

![Fig. 1. Single axon system model based on an elongated transport lattice. The system model contains interconnected local models for aqueous electrolytes, local membrane regions with Hodgkin–Huxley (HH) behavior, and point electrodes that provide the current clamp stimulus. This lattice is \(3×3×200\) nodes in the \(x, y,\) and \(z\) directions with inter-nodal spacing \(ℓ_x=ℓ_y=10 \mu\text{m},\) and \(ℓ_z=100 \mu\text{m}\). Extracellular aqueous electrolyte is represented by interconnected resistances, \(R_{e,x}=R_{e,y}=ρ_{e}/ℓ_x/ℓ_y=7 \text{ KΩ}\). The longer aqueous pathway segments (internal and external to the axon) in the \(z\) direction have magnitude \(R_{e,z}=ρ_{e}/ℓ_z=700 \text{ KΩ}\).](#)
1500 mV across the system volume. The pulse duration is 0.5 ms with zero rise and fall time. Voltage pulses across the electrodes at the side of the system model volume as shown in Fig. 3 generates an applied electric field \( E = \frac{V}{60} \mu m \) from \( E = 8.3 \) to 117 V cm\(^{-1} \) at \( z = 0 \) with a fringe field extending out in \( z \). The resulting action potentials, or lack thereof, in response to the \( E \) field stimulus are then observed propagating along the \( z \) axis.

The transport lattice method employs locally interacting functional models (Fig. 2) that describe charge transport in aqueous electrolytes and non-linear in which the HH parameters are scaled to Hodgkin–Huxley model of membrane. The transport lattice system model consists of a Cartesian lattice with \( 7 \times 7 \times 25 \) nodes in the \( x, y, \) and \( z \) directions, with the nodes separated by \( \ell_x = \ell_y = 10 \mu m \) in the \( x \) and \( y \) directions and by \( \ell_z = 100 \mu m \) in the \( z \) direction. Each axon membrane is represented by a Hodgkin–Huxley model (Fig. 2) that connects two aqueous electrolyte regions (intra- and extracellular electrolyte). The many interconnected local electrolyte models allow fields and currents to approximately satisfy Laplace’s equation within the extracellular region [22]. The model’s response is computed by solving the corresponding three dimensional circuit using SPICE, which solves for the transient voltage at each node in response to a voltage pulse. The application electrodes are vertical lines of nodes on opposing sides of the volume at \( z = 0 \).
resulting electrical circuits are solved by Kirchoff’s laws using Berkeley SPICE version 3f5 [28,29], yielding currents and voltages of lattice elements. Matlab (MathWorks, Natick, MA) is used to generate the SPICE input file and process and display the output voltages and currents. A Pentium based computer (2 GHz CPU, 4 GB RAM) was used to obtain the solutions. Typical processing times were 2 min per simulation.

3. Results and discussion

Fig. 4 shows solutions of the current clamp model of Fig. 1 as time dependent transmembrane potentials, $U_m(z,t)$ in response to a current stimulus at $z=0$ of amplitude 20 $\mu$A/mm$^2$ and duration 0.5 ms. Several slices along the axon axis ($z$ direction) are plotted and labeled at the waveform peak. The action potential of $U_m$ rises from the resting potential of the axon of $-59$ mV to a peak of 43.5 mV in 1.5 ms and then falls to $-71$ mV in 3 ms before recovering back to the resting potential with a time constant of roughly 10 ms. The propagation speed of the action potential is $1.20 \pm 0.02$ m s$^{-1}$. This result can be benchmarked against existing numerical tools. The waveform amplitude, shape, and propagation speed shown in Fig. 4 are all in good agreement (within 1% using parameters listed in Table 1) to results from a Finite Element toolkit developed for a quantitative physiology course at MIT [1,27].

Fig. 5 shows transmembrane potentials for the two axon system model (Fig. 3) exposed to applied electric field pulses. The panels correspond to a range of applied electric fields from 8.3 V cm$^{-1}$ ($V=50$ mV) to 117 V cm$^{-1}$ ($V=0.7$ V) and show

---

Fig. 4. Propagating action potential from a current clamp stimulus. In a current clamp, the stimulus is a current across the axon membrane (one electrode inside the axon and the other outside). The stimulus of 20 nA starts at $t=0$ and ends at $t=0.5$ ms. The propagating action potential, seen here as a transmembrane potential wave, is triggered by the current clamp stimulus and travels down the length of the axon. The action potential rises to a peak voltage of 43 mV before returning to a resting potential of $-59$ mV.

Fig. 5. Two axon response to applied electric field pulses. A 0.5 ms square voltage pulse stimulus ranging from 50 to 1500 mV (top of each panel) was applied to the two idealized (zero overvoltage) electrodes located on the sides of the system model. The dotted plots are the responses of the larger axon; the solid plots the smaller axon.
how the action potential response of the two axons varies with the stimulus amplitude. The pulses begin at \( t = 0.5 \) ms and end at \( t = 1 \) ms. The dotted lines are \( U_m(z, t) \) for the large axon and the solid lines are the \( U_m(z, t) \) for the small axon as functions of time for several slices in \( z \). At 50 mV, there is no action potential: both transmembrane potentials remain at the level of the resting potential (−59 mV). As the amplitude is increased to 75 mV, the large axon begins to respond with an action potential. The peaks of the action potentials are labeled for each slice in \( z \) in units of millimeters. The labels below the lines are for the large axon and the labels above the lines correspond to the small axon response. The large axon should be more sensitive to the applied field because the transmembrane voltage of an isolated passive cylindrical cell changes in response to an applied electric field as

\[
U_m = 2E \cdot r_e \cos(\theta) (1 - e^{-t/\tau_m})
\]

\[
\tau_m = 2r_e C_m \rho_e
\]

where \( E \) is the applied electric field amplitude, \( r_e \) is the cylinder radius, \( \theta \) is the angle from the direction of the \( E \) field, \( t \) is time, \( \tau_m \) is the membrane charging time, \( C_m \) is the membrane capacitance per unit area, and \( \rho_e \) is the electrolyte conductivity [24]. This expression only approximates the initial axon response of this model because of discretization limitations (square axon cross section rather than circular), the proximity to the boundary and the other axon, the electric field is not applied uniformly across the volume but rather only at \( z = 0 \), and the non-linearity of membrane response even for sub action potential stimuli. The charging times are 0.07 and 0.14 \( \mu \)s for the small and large axons, respectively, much too small to appear in Fig. 5. According to Eq. (1), the passive transmembrane voltage in the direction of the applied field should scale roughly as \( U_m \sim 0.17 \times V \) for the small axon and \( U_m \sim 0.33 \times V \) for the large axon, which is roughly consistent with the \( U_m \) response at \( z = 0 \) during the stimulus (0.5 ms < \( t < 1 \) ms) before the action potential begins.

The series of dotted and solid lines show the action potential waveform as it travels away from the stimulus. As the stimulus amplitude is further increased to 100 mV, the small axon (solid lines) begins to show an action potential. By 500 mV, the large axon’s action potential is quenched, while the small axon continues to respond with an action potential. At 700 mV, neither axon shows a clear action potential. The transmembrane potential is driven to negative polarity by the largest applied electric fields. This appears to be a consequence of the \( E \) field intercepting the axon membrane on both sides of the axon and the membrane response of the side with negative polarity dominates the action potential. As the applied electric field amplitude increases beyond the levels that stimulate action potentials in this system volume, there remains the possibility that fringe fields could trigger action potentials farther from the electrodes. This effect was not investigated here.

The propagating waveform shapes and amplitudes of Fig. 5 are consistent with the waveforms of Fig. 4. The action potential propagation velocities are 1.27 ± 0.02 m s\(^{-1}\) (small axon) and 1.74 ± 0.02 m s\(^{-1}\) (large axon), which scale with the expected dependence on axon radius \( (v \sim \sqrt{r_a}) \). The smaller axon’s propagation velocity is somewhat faster than the 1.20 m s\(^{-1}\) for same radius axon in the system model of Fig. 4. The only differences in the small axon models are the stimulus \( (E \) field pulse vs. current clamp), the proximity to the volume boundaries, and possible interactions between the two axons. The effects of possible interactions can be isolated by removing the large axon from the model of Fig. 3 and comparing the small axon response. The action potential waveform and propagation velocity are unchanged for the small axon, but the applied field threshold is increased by \( \sim 10\% \) in the absence of the larger axon (data not shown). The effect of the confinement volume can be isolated by applying an electric field pulse across the axon of Fig. 1 rather than using a current clamp. Once again, the waveform and propagation velocities is 1.20 ± 0.02 m s\(^{-1}\), but the effective electric field threshold to stimulate an action potential is significantly larger, from about 12.5 V cm\(^{-1}\) from Fig. 5 to at least 50 V cm\(^{-1}\) for the single axon in the confined volume of Fig. 1 exposed to an applied electric field at \( z = 0 \) (results not shown). The system models of Figs. 1 and 3 are equivalent to a stack of many volumes containing parallel axons spaced in a regular pattern, all exposed to the same electric field. The packing density of the axons depends on the cross sectional area of the system model volume \( ([N_x - 1]V_x \times ([N_y - 1]V_y) \). The effect of packing density on passive membrane response is well known [24,30,31] and it is not surprising that active membrane response also depends on axon packing density.

This initial report demonstrates an approach to creating and solving three dimensional models that are based on an approximate system geometry on the scale of axons or nerves and also the electrodes which provide electrical stimulation. These initial results from coarse models demonstrate a new approach to describing axons. With the addition of myelinated axon models with other non-linear behavior such as electroporation, through assignment of a local membrane electroporation model [23] to the axon membrane. This would allow investigation of both irreversible [32] and reversible [33] electroporation that may be spatially distributed over an axon or nerve. This is relevant to the important problem of electrical injury, in which long cells such as nerve cells are preferentially affected [34,35]. Such models may also allow investigation of various waveforms used in neuromuscular incapacitation.
(‘‘stunning’’) [36,37], to assist in finding stimulus conditions that minimize the potential for side effects.
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